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Abstract

The purpose of this project is to implement a swarm in-
telligence algorithm in order to solve load balancing in
communications networks. We aim to reproduce the ex-
periments of Schoonderwoerd et al., and compare their
decentralized call routing algorithms performance with
routing using a shortest path (breadth-first search) al-
gorithm and a minimum-weight algorithm (Dijkstras
Algorithm). The decentralized algorithm mimics the
swarm behavior of an ant colony, and uses roaming,
ant-like agents which drop probability pheromones on
nodes in order to influence the travel behavior of fellow
ants and to regulate the paths of calls made across the
network. Each algorithm is evaluated on the basis of
the number of calls dropped. Ignoring time complex-
ity, Dijkstra performed best, followed by the ant-based
algorithm and then breadth-first search.

1 Introduction
When researching for this project, we were interested
in finding a context in which using swarm intelli-
gence algorithms was a good option, and not just an
algorithm that could be adapted in order to solve the
given problem. In doing so, we came across the paper
by Schoonderwoerd et al. and became interested in
the ant-based approach to balance communications
networks.

Because usage of telecommunications networks is
increasing, this problem is very important. Managing
load by efficiently and effectively distributing load
across a network, especially with the ability to route
around congested nodes of the network, is crucial in
order to keep the network performing as it should.

2 Background
With increasing traffic on telecommunications net-
works, effectively balancing the load across all nodes
of the network is crucial to the network performing
well. In other words, while shortest path algorithms
may quickly find the optimal short-distance route
between nodes in a call, an improved algorithm will
bypass high congestion areas in order to make calls

more efficient and avoid dropping calls on the net-
work. In order to effectively balance loads, we look to
the previous research done by Ruud Schoonderwoerd,
Owen Holland, Janet Bruten, and Leon Rothkrantz on
simulating pheromone trails of ants. As real-life ants
follow paths, they drop pheromones to influence the
behavior of other ants and improve the overall colonys
sense of navigation. The strength of the pheromones
decreases over time, so ants that find paths that take
less time have a larger influence on the paths taken by
future ants.

Figure 1: An example of ant colony routing over time.
(Wikimedia Commons)

Our algorithm adopts this approach using artificial
ant-like agents to regulate local call routing. Ants be-
come delayed on congested nodes, and have decay-
ing influence on routing probabilities as a function of
time spent on the network. The theory is that as an
ant travels along a path, if the path is congested, the
ant’s pheromones will be weaker, so ants (and network
calls) traveling in the future will be less likely to take
that path.



3 The Algorithm
Ants
The algorithm works by employing ant-based mobile
agents to traverse the network and attempt to find the
least weight path across the network. It does so by
mimicking the pheromone trails of ants. In the algo-
rithm, an ant is deployed from each node once per
time step. The ant chooses its destination in the net-
work randomly, and then follows a path to that node
by following the probabilities stored in each node. The
tables include a row for each possible destination node
and a column for each neighbor node. As an ant trav-
els, it looks up the row of its destination node and
chooses its next node based on the probabilities for
each neighbor. When it visits a node, it also updates
the probability table by changing the node the ant has
just come from according to:

p =
pold + ∆p
1 + ∆p

and decreases the rest of the probabilities according to:

p =
pold

1 + ∆p

where ∆p is a function of the age of the ant:

∆p =
0.08
age

+ 0.05

In order to simulate traffic on the network, ants are de-
layed in getting to nodes based on a function of the
spare capaticy s of the node:

delay = 80e−0.075s

When an ant is traveling between nodes, the age of the
ant is determined by the delay function. This means
that more congested nodes take longer for ants to get
to, reducing their effect on the probability table.

Call Routing
Calls are routed between nodes based on the proba-
bility tables as well. Much like the ants, calls look at
the row in the probability table that corresponds to
the destination node. The call then chooses the largest
probabillity in the neighbor nodes and chooses that
neighbor as its next node. If at any point a call attempts
to be routed through a node that has no spare capacity,
the call is dropped.

Parameters
There are several parameters which we used in our
experiment worth noting:

-The average length of a call is 170 time steps. We
used a Gaussian distribution with a mean of 170 and a
standard deviation of 20 to model this.

-On average, one call is made every time step.

-One ant is released from each node at every time
step.

-The maximum load on each node is 40 calls.

-Calls are made based on a uniform distribution of
source and destination nodes.

-The graph used to model the network is the British
Telecommunications core network circa 1996.

Figure 2: A representation of the network being run by
the ant-based algorithm at time t = 10, 000.

-The length of a run is 500 time steps for initializa-
tion (where no load is on the network) followed by
15,000 time steps with load for simulation.

4 Results
The main metric used to measure the effectiveness
of the ant-based algorithm was the number of calls
dropped over the 15,000 time step simulation. We
compared our algorithm to breadth-first search as
a naiive shortest-path, non-adaptive algorithm, as
well as Dijkstra’s Algorithm, a least-weight algorithm



which we modified to use node weights instead of
edge weights.

Mean SD
Breadth-First Search 11.99% 0.33%

Ant-Based (0% Noise) 4.87% 0.35%
Ant-Based (5% Noise) 5.24% 0.40%
Dijkstra’s Algorithm 0.11% 0.04%

Figure 3: Percentages of dropped calls over 10 runs of
15,000 time steps.

The call dropping seemed to cycle slightly, as the
network became more and less congested. Addition-
ally, with the ant-based algorithm, results seemed to
get slightly worse over time, though not severely.

Figure 4: Calls dropped by breadth-first search.

Figure 5: Calls dropped by Dijkstra’s algorithm.

Figure 6: Calls dropped by the ant-based algorithm.

The ant population in this model rose quickly but
ended up converging to around 3500 ants. When
tested with 100% noise, the ant population continu-
ously kept climbing, creating an unnecessary process-
ing strain. This is the primary advantage of having
ants follow the pheromone trails, it seems; it keeps the
ant population at a managable size.

Figure 7: Ant population over time.

5 Conclusions
The ant-based algorithm performs much better than
breadth-first search, but does not perform as well as in
the results found by Schoonderwoerd et al. However,
Dijkstras Algorithm outperforms both our implemen-
tation of the ant-based algorithm (by nearly a factor
of 50) as well as that implemented by Schooderwoerd
et al. (by close to a factor of 20). Because of this,
Dijkstras Algorithm seems to be the best choice to load



balance networks (ignoring considerations of time
complexity).

There are three extensions to this algorithm we
would like to explore in the future. First, we would
like to test this algorithm on other network topologies.
Secondly, implementing a call frequency table to allow
specific source nodes to call certain destination nodes
more often than others would render a more realistic
simulation of how calls are generally placed. Finally,
we think it would be interesting to try the same exper-
iment with non-uniform maximum node capacities.
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